Environment

1. Initialize a game: Every episode should have random start

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | 2 | 3 | 4 | 5 |
| 6 | 7 | 8 | 9 | 10 |
| 11 | 12 | 13 | 14 | 15 |
| 16 | 17 | 18 | 19 | 20 |
| 21 | 22 | 23 | 24 | 25 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 |

1. Given an agent move, do a random move and push the new state to the agent
2. End
3. Need a flag for game over when game is reset
4. Reward – Every possible cut is -1. Every impossible cut is -10

State

1D array of 0s and 1s (1D by row)

Action

Discrete (25)

Reward

Every possible cut is -1. Every impossible cut is -10

To do:

1. Hari – Q-Learning
2. Sai - Function one function to generate a random bingo start